
4
ATROCITY CRIMES AS A DISEASE

A statistical approach to early detection1

Birger Heldt

1. Introduction

One conservative estimate puts the number of civilian fatalities in intra-state armed
conflicts over the period 1989–2015 at around 828,000, which includes the 1994
genocide of Tutsis in Rwanda, estimated conservatively at 500,000 fatalities.2 Another
estimated 305,000 fatalities were recorded as of “unknown status” in terms of being
civilians, rebels, or government personnel. The same source conservatively estimates
the number of deliberate killings of civilians – as opposed to collateral damage fatal-
ities – in armed conflicts as close to 772,000, including the Rwanda genocide but also
interstate conflicts that are linked to fewer than 5,000 civilian fatalities. Removing the
500,000 victims of the Rwanda Genocide, as well as the civilian fatalities linked to
interstate conflicts, leaves approximately 323,000 civilian fatalities in intrastate con-
flicts, of which 267,000 were intentionally killed by rebels (181,000, or 69%) and by
governments (82,000, or 31%).

Not counting the 1994 genocide in Rwanda, these estimates show that civilian
killings in the context of civil wars are more than 80% intentional killings instead
of “collateral damage”, and that rebel groups were responsible for around two-
thirds of the intentional killings. Whereas genocidal killings are intentional as well
as systemic, intentional killings of civilians are not necessarily systematic. The latter
occur when civilians are killed not as a consequence of a policy or a strategy, but
foremost because of lack of discipline and decisions of individual combatants. In
line with common vocabulary (e.g., Verdeja 2012), instances of genocides and
intentional killings of civilians – whether systematic or not – are labeled “atrocity
crimes” throughout this chapter.

Risk models and early warning models are bricks in the international atrocity
crime prevention architecture. This chapter proposes an additional brick to that
architecture. As a complement to risk models and early warning models, and



sharing basic features with standard approaches and concepts in epidemiology and
early detection mechanisms for disease outbreaks, this chapter outlines and applies
in an illustrative manner a disease-oriented approach to the early detection of sys-
tematic atrocity crimes. The approach involves detecting whether civilian fatalities
are unsystematic, in that they are randomly distributed across time or space – and
thus statistically independent events though still possibly intentional – or whether
civilian fatalities are non-random and interdependent events, and thus likely
systematic.

The early detection approach outlined in this chapter can serve two functions. First,
and as the name suggests, it is forward-looking or prospective in that it can identify
systematic atrocity crimes in their early phases, and thus constitutes a de facto early
warning mechanism, not only for genocides, but also for systematic atrocity crimes
that are not genocidal in intent. Second, it may also be applied in a backward-looking
or retrospective manner in terms of forensic analysis of past civilian fatalities to establish
the extent to which the fatalities were not just intentional but also potentially sys-
tematic. In the latter capacity, it can complement other pieces of information – such as
witness accounts or documentary evidence – used to assess the intentionality of killings
of civilians.

Section 2 summarizes the current state of risk assessment and early warning of
atrocity crimes. Section 3 briefly describes the basic approach to early detection as
practiced by the disease surveillance community. The basic elements and principles of
the suggested data analysis are presented in non-technical manner in Section 4,
whereas Section 5 illustrates the approach by applying it to an emerging case of
genocide and atrocity crime: Darfur in 2003–2004. The final and concluding section
discusses the need to analyze extensions and complications of employing statistical
approaches, and highlights the need for a thorough analysis of key concepts that may
assist in more precisely specifying what to look for in data. This may assist in devel-
oping criteria for the statistical detection of atrocity crimes.

2. Risk assessments and early warning of atrocity crimes

Risk models of atrocity crimes – whether systematic or not – address the question
of where outbreaks may take place, and focus on often slow-moving structural risk
factors, such as regime type and level of economic development. In contrast, early
warning models of atrocity crimes address the question of when atrocity crimes may
break out, and focus on immediate or proximate causes in terms of fast-moving
factors or triggers.3 Risk models and early warning models are ideally used in a
complementary manner, as they serve different functions. First, risk models are
used to identify countries at risk that may then be placed on a “watch list”. Second,
early warning analysis homes in on when an outbreak may be imminent in the
countries at risk.4

After the pathbreaking statistical study by Harff (2003), and to varying degrees
related to Harff’s statistical model, the number of published cross-national statis-
tical studies attempting to predict the onset, occurrence, duration, or magnitude
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of genocides and politicides has grown, and this applies also to the number of
statistical studies attempting to predict the occurrence and magnitude of mass
killings (with or without genocidal intent, and whether systematic or not).5

These studies constitute de facto risk assessments, as they focus almost exclusively
on slow-moving factors.6 There are meanwhile as yet no statistical studies that
focus on triggers to predict the onset of genocides and mass killings, i.e., de facto
early warning. A possible reason for this asymmetry is that historical data on slow-
moving risk factors are easier to collect than data on fast-moving events and
triggers, which in turn hampers the development of statistical risk models7.

In contrast to the mentioned retrospective statistical studies, three projects gen-
erate public country-by-country risk forecasts on the basis of statistical models that
have been validated by historical data. Barbara Harff and Ted Robert Gurr provide
an annually updated list of a subset of countries predicted to be most at risk for
genocides and politicides, whereas the Atrocity Forecasting Project at the Uni-
versity of Sydney provides countrywide multi-year forecasts.8 Another forecasting
initiative is the Early Warning Project at the U.S. Holocaust Memorial Museum
that provides global risk assessments for all countries of the world and covers the
broader category of mass atrocities, whether genocidal or not.9

One difference among these three projects is that, whereas the two former ones
provide forecasts solely on the basis of statistical models trained on historical data,
the latter approach complements forecasts from a statistical model with input from
an expert opinion pool. Another difference is that the Atrocity Forecasting Project
includes not only slow-moving risk factors, but also fast-moving potential triggers,
such as election periods and political assassinations. As such, it is a risk assessment–
early warning hybrid forecast model, and thus serves to illustrate Verdeja’s (2016)
observation of no “hard line” between risk assessment and early warning of atrocity
crimes. These and other difference aside, as the three projects rely on broadly similar
explanatory models, despite differences in how data are analyzed, they generate risk
lists that overlap to a considerable extent, even though the relative risk rankings of
individual countries may differ.

As outlined by Harff (2009), it is still the case in 2017 that, in contrast to these risk
forecasts, purely statistical genocide/politicide early warning forecasts based on
empirically validated statistical models, reliant on triggers/events alone, and providing
numerical and replicable early warning assessments do not exist. The core reason is the
absence of empirically validated statistical models on the subject matter. As a con-
sequence, the genocide prevention community is currently better equipped for fore-
casting where rather than when state-led genocides, politicides, or mass killings may
break out. Early warning is instead currently a practice based on analytical frameworks
and expert judgements. For instance, the Framework of Analysis for Atrocity Crimes of the
United Nations Office of the Special Advisor on the Prevention of Genocide Crimes
lists 143 underlying and proximate factors to assess the risk of genocide, crimes against
humanity, and war crimes.10 In practice, illustrating Verdeja’s (2016) observation of no
“hard line” between risk assessment and early warning of atrocity crimes, the Frame-
work combines fast-moving early warning factors with slow-moving risk factors, and
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appears to cover not just states but also nonstate actors as potential perpetrators. It
meanwhile poses a daunting task for any analyst, as it requires the simultaneous
assessments of 143 factors, or moving parts.

Current risk assessment models and forecasting projects, as well as early warning
analysis of atrocity crimes, display some limitations. First, only a couple of statistical
studies have assessed the risk of mass killings by rebel groups and other nonstate
actors, despite the fact that targeting of civilians by rebel groups is common, as noted
in the introduction to this chapter. Second, as pointed out by Ulfelder (2012), since
genocides and politicides are – thankfully – relatively rare events, the empirical basis
for developing accurate models of genocide onset is constrained: there are relatively
few cases from which we can learn with confidence, and on which we can “train”
statistical risk and early warning models. That is, the fewer the cases, the less the data,
and by extension the less certain the conclusions from statistical studies. This obser-
vation raises, in turn, the question of how much more accurate statistical genocide/
politicide risk assessment models and forecasts – and future genocide early warning
models and forecasts – can become: even if methods, theories, and models become
more refined, and the trigger data challenge for early warning models is addressed,
the inherent challenge of predicting the onset of rare events will remain.

The larger number of instances of atrocity crimes – whether systematic or not –
that are not genocidal or politicidal in intent means that predictive models that
focus on this sub-category should in theory be able to attain a higher predictive
accuracy than models that focus on the less-common genocides and politicides.
However, whereas genocides and politicides may conceptually be regarded as
processes with a distinct and discernible onset, the same does not apply to non-
genocidal/-politicidal atrocity crimes. For instance, does 100, 1,000, or 10,000
civilians intentionally killed indicate that a larger amount of atrocity crime is to
follow, and within what time period? This suggests that statistical models that focus
on the onset of non-genocidal/-politicidal atrocity crimes face conceptual
challenges.

Third, analytical early warning frameworks are labor-intensive as they contain
many moving parts. Moreover, since they rely on expert judgements, they are also
not systematized and replicable like the three aforementioned risk assessments, and
they do not generate numerically precise, replicable, and empirically validated early
warning forecasts. As such, they do not live up to standard early warning model
criteria in terms of providing “timely, accurate, valid, reliable and verifiable” warn-
ings (Verdeja 2016: 14).

This state of affairs raises the question of whether there exists a complementary
approach to current early warning approaches that (1) sidesteps data challenges as
well as the time-consuming and costly process of developing empirically validated
early warning models, (2) avoids the labor intensiveness, non-replicability, and
accuracy issues of analytical frameworks, (3) can cover state and non-state actors as
perpetrators, (4) focuses on systematic atrocity crimes, (5) is simple and relies on stan-
dardized and well-known statistical diagnostics that do not require extensive statistical
expertise, and (6) generates timely, replicable, and precise numerical scores.

A statistical approach to early detection 43



One approach that meets these requirements focuses on early detection. In prac-
tice, the approach involves reconceptualizing atrocity crimes as a disease, and adapt-
ing standard tools from the disease surveillance community to the particularities of
systematic atrocity crimes. Moreover, in contrast to possible future early warning
models that will attempt to statistically forecast the timing of outbreaks by analyzing a
series of key trigger variables, and early warning frameworks that may contain more
than 100 variables, the systematic atrocity crime detection approach to be presented
turns previous early warning analysis on its head by not including any predictor
variables, and by using only a single moving part or variable: civilian fatality data.

3. Early detection in epidemiology

The complexity of the early detection of disease outbreaks is indicated by the multi-
tude of data analysis techniques that have been developed and refined over the past 20
years (see Unkel et al. 2012). While employing different techniques, the shared goal is
to detect statistically unusual or conspicuous clusters of disease cases in time or in space.
As expressed by Wong et al. (2005), “The basic question asked by all detection systems
is whether anything strange has occurred in recent events”. By “strange” is meant that
event rates are statistically unusual or unlikely in that they are beyond a certain
threshold, whether in time, space, or both. Related to this is the concept of “clusters”
that refers to “aggregations of relatively uncommon events or diseases in space and/or
time in amounts that are believed or perceived to be greater than could be expected by
chance” (Porta 2014). Similar to the early warning criteria cited by Verdeja (2016),
disease surveillance systems are typically judged on a number of criteria, including
sensitivity (proportion of accurate predictions of “onset”, or true positives), specificity
(proportion of accurate predictions of “no onset”, or true negatives), timeliness,
validity, and simplicity (Center for Disease Control 2007).

Automated disease surveillance systems depart from a baseline, continuously add
data, and strive to detect whether the added data deviate too much from the baseline –
that is, whether “anything strange” has occurred. Epidemiologists rely on a historically
established normal incidence rate as the baseline, against which observed incidence rates
are statistically assessed as normal or deviant, given some pre-established threshold
beyond the baseline. An incidence rate over a certain period of time that exceeds a
certain threshold may indicate that an outbreak is imminent. Some diseases have non-
stationary rates that vary across time, and this means that the baseline varies across time.
For instance, the normal or baseline rate of influenza infections varies across years. The
wide applicability of this general approach for identifying anomalies is demonstrated by
its application to a series of other non-disease related phenomena, including early
detection of terrorism wave outbreaks and clustering of car crashes (Gao et al. 2013;
Sparks , Okugami, and Bolt 2012). Since so-called count data are studied, reliance on
the Poisson distribution is at the core of disease surveillance systems.

Typically, surveillance systems generate an “alarm” when observed rates deviate
too much from the baseline, after which experts assess whether the alarm may be
due to data and/or model errors (false alarm), whether the observed deviation may
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have natural explanations such as seasonality of data (false alarm), or whether a disease
outbreak may be imminent (true alarm) (see, for example, Hulth et al. 2010). Sur-
veillance system alarms are thus not accepted at face value, and are only acted upon
after further expert assessments. Thus, the early warning systems are in practice
regarded as, and used as a decision support for, experts. It may in this connection be
noted that the Early Warning Project at the U.S. Holocaust Memorial Museum
adheres to this principle in that it applies expert assessments to the country-specific
statistical risk forecasts before the final risk assessment is issued. Meanwhile, expert
assessments of the forecasts generated by Harff and Gurr, and the Atrocity Forecast-
ing Project, are in practice left to potential end users of the forecasts.

Whereas epidemiology early detection approaches focus on deviations from a
normal incidence rate, such a volume- or rate-centered approach is difficult to apply
to the early detection of systematic atrocity crimes in civil conflicts. First, there are no
“normal” or “natural” rates or volumes of civilian fatalities that can be used as base-
lines. Second, the goal is to detect outbreaks (forecasting) or the past occurrence
(forensic analysis) of systematic atrocity crimes, not whether a systematic atrocity crime
is ahistorically large, or whether atrocity crimes in general are taking place.

As will be developed in the next section of this chapter, instead of focusing on
volumes of killings, an alternative early detection approach focuses on the pattern of
killings. Such an approach has a number of benefits. First, it requires only minute
amounts of data. Second, it is easy to apply, and the numerical findings are easily
replicable. Third, it does not require an understanding of the causes or drivers of
genocides and other atrocity crimes. Hence, there is no need for a costly and time-
consuming development of causal models. Fourth, since the focus is not on the
volume of violence but its distribution, systematic atrocity crimes can be detected in
their early stages (forecasts) when data and other circumstantial evidence – such as
documents or witness accounts – are limited and the violence is at a low level. Early
detection can thus serve an early warning function. Fifth, it only requires one piece of
data – fatality data – and there is no need for “big data”. Finally, the approach is related
to tried and tested approaches within epidemiology and disease outbreak surveillance
systems. The latter means also that the further development of the approach may gain
traction from already-existing disease surveillance detection practices and concepts.

4. Randomness in count data

The distribution of count data, such as the number of persons killed in war for a
given temporal and/or spatial unit, may be in line with the Poisson distribution in
which the variance is in theory equal to the mean (King 1989a, 1989b). This dis-
tribution is based on two core assumptions (ibid.): independence, in that events are
independent of one another, and homogeneity, in that the rate of occurrence of an
event is in theory constant across time. Translated to violence against civilians, the
former assumption means that civilian fatality events are independent of one another
across time or space, in that they are isolated – but still possibly common – events.
That is, the violence is not systematic. The latter assumption means that the
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underlying risk of civilian fatality events is constant across time or space, and means
in practice that there is no so-called seasonality in the data.

The distribution of events may in reality be characterized by so-called under-
dispersion or over-dispersion, which indicate either non-randomness in terms of
events not occurring independently of one another other (ibid.), or seasonality in
the data. The latter means that the assumption of an underlying constant prob-
ability of an event across time is violated. Under-dispersion means that the variance
of the data is smaller than the mean, resulting in a pointier probability distribution;
over-dispersion means that the variance is larger than the mean, resulting in a flatter
probability distribution. In turn, over-dispersion may indicate positive contagion;
that is, violence begets violence, in that violence occurs in clusters and is somehow
linked rather than consisting of isolated events (ibid.; Richardson 1944). Mean-
while, under-dispersion may indicate negative contagion (e.g., violence begets
non-violence) (ibid.). Again, these interpretations apply provided that the homo-
geneity assumption holds, in that there is no material seasonality in the data.

Incidentally, perhaps the earliest scientific study of war relied on the Poisson
distribution, in this case to examine whether war onset was a random process (Levy
1982, Mansfield 1988, Richardson 1944). Richardson (1944) reported that the
observed distribution of war onset from the year 1500 to 1931 did not deviate
from the predictions of the Poisson distribution, thereby indicating that war onset
during one time period was not contingent on war onset during the previous time
period, but instead random: war onsets did not show clustering across time. Thus, a
war diffusion process was not evident. Richardson’s finding does not mean that
war onset cannot be predicted, but only that onsets of individual wars were overall
independent of one another: they were isolated events.

A study often cited in statistics textbooks or university statistics courses as a
classical case and illustration of an application of the Poisson distribution is Clarke’s
(1946) famous single-page study that examined whether German V1 and V2 flying
bombs fell in clusters over London, and thus hit London in a non-random
manner.11 Clarke’s study focused on south London, which he divided into 576
squares measuring 500 meters. Clarke reported that 299 squares were not hit at all,
that 211 squares were hit once, 93 squares were hit twice, 35 squares were hit
three times, 7 squares were hit 4 times, and 1 square was hit 5 or more times. As it
turned out, the observed number of hits per square was perfectly in line with the
number predicted by the Poisson distribution.12 As the observed numbers did not
deviate from the Poisson-predicted numbers, the findings meant that the bomb hits
were randomly distributed across the 579 squares, and did not fall in non-random
clusters. Clarke’s original table is reproduced as Table 1 below.

5. Early detection of systematic atrocity crimes in civil conflicts

As suggested by numerous scholars, and as follows from the definition of genocide
in terms of being intentional, systematic, coordinated, and sustained, genocides
should reveal themselves in the patterns of killings. To borrow from, among others,
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Rosenberg (2012), genocide is a process, not an event. Consistent with this con-
ceptualization, Park (2011) discusses four direct and circumstantial pieces of evi-
dence that can be applied on any of the five dimensions of the Genocide
Convention to assess intent: statements indicating genocidal intent; the scale of the
atrocities committed; systematic targeting of the protected group; and evidence
suggesting that the acts were consciously planned. Related to this, Verdeja (2012)
focuses on circumstantial evidence, and divides behavior into three dimensions that
lend themselves to further analysis: level of lethality; degree of coordination (how
systematic, coordinated, and sustained does lethal violence appear to be, such as the
use of similar destructive tactics in a wide area); and scope (the extent to which
coordinated lethal violence was applied against all or a substantial part of a victim
group).13

Rwanda 1993 constitutes an illustrative example of the approach of assessing
whether violence against Tutsis was systematic. The genocide in 1994 was pre-
ceded by violence against Tutsi civilians during 1991–1993. The exhibition at the
Genocide Memorial Museum in Kigali describes it as a government dress rehearsal,
as well as an attempt to assess the reaction of the international community to a
planned mass killing of Tutsi civilians. A UN inquiry into human rights violations
was launched and issued its report in April 1993 (United Nations 1993). According
to team leader Mr. Bacre Waly Ndiaye, UN Special Rapporteur on the Commis-
sion on Human Rights, the team looked into the location and timing of violence,
and found among other things that violence was located along major roads, and
often preceded by local electricity blackouts.14 Based on data covering October
1990 until December 1992, the team concluded that this pattern of seemingly
interdependent events meant that the violence was not random, but systematic and
co-ordinated.

The above insights on the systematic character of genocidal violence applies to
the intentional killings of civilians that may not be genocidal or politicidal in intent
but are still systematic instead of a consequence of random acts by government sol-
diers or rebels: if killings are systematic, then the pattern should be different as
compared to when the killings are not systematic or random, though still poten-
tially intentional. Speaking more broadly of systematic atrocity crimes instead of

TABLE 4.1 Distributions of German V1 and V2 bombs hitting south London

No. of flying bombs per square Expected no. of squares
(Poisson)

Actual no. of squares

0
1
2
3
4
5 and over

226.74
211.39
98.54
30.62
7.14
1.57

229
211
93
35
7
1

Sum 576 576

Source: Clarke (1946)
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only genocides and politicides, and thinking in statistical terms: if they are sys-
tematic rather than essentially random – whether intentional or not – civilian kill-
ings, then the distribution of civilians killed across time and/or space should not
evince randomness. This means in turn that the distribution – rather than the
volume – of fatalities becomes of interest for assessments of whether systematic
atrocity crimes have taken place.

The goal then becomes to detect whether killings are non-random and thus
form a pattern or process of interdependent or clustered fatalities, rather than
random (that is, non-organized) isolated fatalities that would be the case if decisions
to kill civilians are taken by individuals without any co-ordination with one
another. Similar to the approaches used by, e.g., Clarke (1946), Richardson (1944),
and, for many years, in standard diagnostic tests of different types of count data, a
basic formal test of whether fatalities are non-random is whether the distribution of
fatalities across time and/or space deviates from the Poisson distribution in terms of
showing over-dispersion. Over-dispersion indicates in turn that fatalities are not
isolated occurrences, but instead interdependent and non-random. This means that
a certain probability distribution (Poisson) rather than historical volumes of fatalities
is used as baseline. A routine statistical package diagnostic procedure to assess
whether an observed count data distribution adheres to the Poisson distribution
involves a Pearson Chi-Square goodness-of-fit test that compares expected (Pois-
son) rates with rates across all observations, and assesses whether the fit is “good”: if
the observed data deviate too much from the Poisson predicted data, then it may
be concluded that observed data are not randomly distributed.

For illustrative purposes, this early detection data analysis approach is applied in a
forensic manner on the genocide in Darfur. The analysis is confined to July 2003
until December 2004, when evidence of a systematic character of atrocities against
civilians was mounting but still contested in some quarters. The purpose of the
application is to illustrate the early detection approach and demonstrate insights
that can be gained from analyzing only fatality data. The purpose is not to enter
into a debate on fatality figures.15 Whereas the application is retrospective and thus
forensic in nature, it could be used in a prospective manner by applying it to real-
time data from ongoing conflicts to provide for real-time early detection and, in
effect, early warning of systematic atrocity crimes. For instance, analysis could be
carried out on continuously updated weekly, bi-weekly, or monthly data.

In June and July 2004, the United States carried out an investigation of the
violence in Darfur through the Atrocities Documentation Project (ADP), the pur-
pose of which was to assess whether genocide had been and/or continued to be
carried out in Darfur (Totten 2006). During July and August 2004, the project
collected interview data that covered the period from late 2003 until August 2004.
In September 2004, and “based on a consistent and widespread pattern of atrocities
(killings, rapes, the burning of villages) committed by the Janjaweed and govern-
ment forces against non-Arab villagers”, the United States Secretary of State Colin
Powell declared that genocide had taken place in Darfur (ibid.). Similarly, in late
2004, the UN launched a Commission to “investigate reports of violations of
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human rights law and international humanitarian law” in Darfur, with a report
issued in January 2005. But in contrast to the declaration of Secretary of State
Colin Powell, and while the Commission reported that serious human rights vio-
lations had taken place and was “alarmed” by “attacks on villages, killing of civi-
lians, rape, pillaging and forced displacement”, it did not consider that a genocide
had taken place:

[…] the crucial element of genocidal intent appears to be missing, at least as far
as the central Government authorities are concerned. Generally speaking the
policy of attacking, killing and forcibly displacing members of some tribes does
not evince a specific intent to annihilate, in whole or in part, a group dis-
tinguished on racial, ethnic, national or religious grounds. Rather, it would
seem that those who planned and organized attacks on villages pursued the
intent to drive the victims from their homes, primarily for purposes of coun-
ter-insurgency warfare.

(United Nations 2005: 3)

The question is whether the outlined statistical early detection approach for sys-
tematic atrocity crimes generates findings that corroborate the ADT’s conclusions,
or the UN report’s conclusions. In this particular case, the outlined approach for
assessing data could have been used as part of the UN’s as well as the ADT’s effort
to analyze fatality data. For the analysis, the Darfur civilian fatality data can be
arranged spatially with regard to some geographical grid system, or in accordance
with, e.g., “natural” geographic areas.16 In this case, civilian fatality data are arran-
ged temporally, across time, and the analysis examines fatality patterns for the entire
Darfur region.

The analysis covers a long period, 18 months, which entails risks of variations in
fatalities as caused by seasonality – here with regard to effects of weather patterns in
terms of the rainy season from June to September that may reduce the mobility of
government troops and the Janjaweed in Darfur. Seasonality may in turn under-
mine the analysis and provide for faulty conclusions, as it would violate the theo-
retical assumption of an underlying constant probability of violent events across
time. Hence, any observed over-dispersion in the Darfur fatality data could be due
to systematic violence, but could also in whole or in part be due to seasonality in
the data. Another factor that may possibly influence the fatality data is the ceasefire
agreement of April 2004 and the deployment of the African Union Mission to
Sudan (AMIS) in July 2004, which by October consisted of 465 personnel and by
January 2005 of around 1,300 personnel (Human Rights Watch 2006). While this
long period is selected to align broadly the analysis with the period covered by the
UN report and the ADP project, the issue of potential seasonality will be returned
to in the data analysis.

Over the period of July 2003–December 2004, the number of civilians in Darfur
killed by the government or the Janjaweed is estimated at around 4,696.17 For the
analysis, data are arranged in half-month periods, generating 36 half-monthly
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observations, which entails an average of 130.4 civilian fatalities per half-month
period.18 In the graph in Figure 4.1, it is difficult to discern any obvious within-
year seasonality in the data as being due to the rainy season. In 2003, civilian
fatalities are high in July and August, which is the larger part of the rainy season,
and the number of civilian fatalities in September (last month of the rainy season)
are not materially different from the number of fatalities in October or November.
In 2004, fatalities are actually higher during the rainy season than during many
other months of the year. To the extent that seasonality exists in the data, it is
difficult to link it to the rainy season. Finally, fatality levels for 2004 are lower than
in 2003, but it is difficult to discern any straightforward link to the deployment as
well as enlargement of AMIS. This issue of potential seasonality will be returned to
in the analysis.

A visual inspection of the graph in Figure 4.1 does not yield any obvious con-
clusions as to whether civilian killings are systematic or random, even though the
fatality figures are high. To compare whether expected (Poisson) – or baseline –

and observed fatality counts are different, and thus whether civilian fatalities may
form a systematic pattern, the data are categorized into segments of 25 persons
killed per half-month period. Table 4.2 includes the observed distribution across
these segments together with the random distribution predicted by the Poisson
distribution.

It is clear from data in the table, which is also illustrated in Figure 4.2, that
the observed pattern is inconsistent with the Poisson predicted (random) pattern
or baseline. The fit between the observed and predicted distributions is not
good. Moreover, the variance of the observed distribution is much larger than
expected, which means in this case that extreme over-dispersion is evident.
Given a half-monthly average of 130.4 civilian fatalities, the Poisson distribu-
tion predicts that virtually all half-monthly civilian fatality rates should fall
between 100 and 150: if events are isolated and thus independent of one
another, and given that the underlying risk of civilian fatalities is constant across
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FIGURE 4.1 Civilian conflict-related fatalities in Darfur, July 2003–December 2004
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time, there should ideally not exist half-monthly periods with lower fatality
rates, and only one period with a higher fatality rate. However, the observed
pattern is very different: there are nine half-monthly periods with the expected
number of fatalities, and the remaining periods are distributed across the entire
X-axis.

TABLE 4.2 Predicted versus observed number of half-monthly periods for a certain number
of fatalities, Darfur July 2003–December 2004

Half-monthly number of
civilian fatalities

Predicted (Poisson) number of half-
monthly periods

Observed number of half-
monthly periods

0–24 0,0 8

25–49 0,0 4

50–74 0,0 1

75–99 0,1 3

100–124 10,9 6

125–149 23,2 3

150–174 1,8 1

175–199 0,0 1

200–224 0,0 3

225–249 0,0 1

250–274 0,0 1

275–299 0,0 1

300–324 0,0 0

325–349 0,0 1

350–374 0,0 0

375–399 0,0 0

400– 0,0 2
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Applying the standard Pearson Chi-square goodness-of-fit test to assess whether the
observed data are Poisson-distributed – that is, whether the observed data fit the pre-
dicted data – generates a probability of less than 1 in 1,000,000 that the observed data
are drawn from the Poisson distribution. This means that the observed fatality data are
not randomly distributed, and, in turn, claims that the civilian fatalities were overall
random and isolated instances instead of overall systematic can be rejected with a high
degree of certainty. This conclusion applies given that the underlying risk of civilian
fatalities is constant across time – that is, there is no material underlying seasonality in
the data.

In this case, seasonality may be at hand because of at least two conspicuous factors:
the rain period, and the AMIS operation. To reduce the risk for seasonality to
undermine inferences, the length of the analysed period was shortened to include
only 2004, but the results were the same. The analysis was also rerun after aggre-
gating the data into 18 monthly observations, but the result was the same. Finally,
the analysed period was limited to after the 2003 rain period, and up to the ceasefire
agreement in April 2004, but the findings were the same: the observed data was
heavily over-dispersed, and it deviated from the Poisson predicted observations.

While these results do not prove intent to commit genocide, they constitute
strong circumstantial evidence that refutes the UN report’s claim that violence
against civilians was caused “primarily” by “counter-insurgency warfare” and thus did not
consist of systematic or inter-connected events. Had the UN report’s conclusions
been valid, then the observed data of fatalities across time would have been similar to
the data predicted by the Poisson distribution. The results meanwhile are supportive
of – but strictly speaking do not prove – the United States Secretary of State Colin
Powell’s claim that a genocide had taken place, although they show beyond rea-
sonable doubt that systematic atrocity crimes had indeed been carried out.

6. Conclusions and the way forward

The outlined approach that focuses on whether instead of where and when involves a
narrow and simple task, yet one that is complementary to current early warning
and risk assessment methods. This illustrative application may be seen as a first step
towards assessing strengths and limitations of the approach that may serve retro-
spective atrocity crime forensic purposes, as well as prospective atrocity crime early
detection purposes. An analysis of data patterns is useful in conjunction with other
pieces of direct and indirect evidence (statements, orders, surveys, witness accounts,
anecdotes, intelligence, etc.) that in some cases exist in abundance for past as well as
ongoing atrocity crimes. The approach can also, for instance, be applied to incident
data for attacks of civilians (e.g., destruction of villages), even when the number of
civilians killed is unknown. In short, it can be applied to any of the Genocide
Convention’s dimensions to assess systematic intent, which in conjunction with
other pieces of information offers a clearer picture of the character of events. There
is thus no inherent need to focus statistical analysis on fatality data alone to unearth
systematic features of atrocity crimes. The approach can also be applied to other
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conflict-related issues, such as to assess whether ceasefire violations in inter- or
intra-state conflicts are isolated, accidental, and local events, or whether the events
appear to be inter-connected and systematic.

Sometimes, only incident data are available, especially in emerging cases of
atrocity crimes. In such emerging cases, this data-driven approach may constitute
the only analysis tool available. As stressed earlier, non-randomness of fatality data
does not prove intent or genocide, but it does reject claims that patterns of killings
are random or accidental as caused by, e.g., crossfire. This, in and by itself, is a
useful piece of information, and may in individual cases assist in inducing action by
the international community to halt violence, but also to more carefully monitor
and collect data on specific cases. Nevertheless, the confounding effects of potential
seasonality of data, as well as data quality, need to be carefully considered when
carrying out analysis of this type. Hence, as for disease surveillance systems, careful
expert assessments of data are crucial to assesses whether and to what extent find-
ings may have been influenced by faulty data, seasonality, or other error sources.
That is, the outlined early detection approach should be regarded as a decision
support tool.

One feature of the outlined approach is that, in a strict sense, it is not early
warning or forecasting, but rather “nowcasting”, which means “predicting the
present” (Tetlock 2010). Nowcasting is a feature shared with disease surveillance
systems that in practice detect outbreaks once they have taken place. However, if
systematic atrocity crimes are identified at an early stage, there is still room and
time for early action, since historically – with the exception of Rwanda in 1994 –

genocides and other systematic atrocity crimes typically develop slowly. Moreover,
since the outlined early detection approach builds on actual data and involves
nowcasting rather than predictions of atrocity crimes, the findings cannot be dis-
missed as predictions that may be inaccurate, for the simple reason that the
underlying predictive model has insufficient precision and a non-perfect track
record.

Another feature is that since the approach does not entail assumptions on triggers
or causes – or the whys – but only an analysis of fatality data in terms of whether, the
approach does not offer guidance to the international community on how to pre-
vent, or how to manage, atrocity crimes. A focus on detection sidesteps these
important questions. A third feature is that the approach sidesteps the controversial
issue of the magnitude of atrocity crimes by examining only one moving part – the
pattern of violence – and this means in turn that only very limited amounts of data
are required for meaningful analysis. Yet another feature is that the approach is easy
to apply, consistent, replicable, and assists in detecting patterns that escape the
human eye. As such, the approach appears to be well-aligned with the previously
mentioned early warning model criteria in terms of providing “timely, accurate,
valid, reliable and verifiable” warnings.

The outlined early detection approach relies on a widely applied and understood
statistical distribution and shares features with standard disease surveillance systems.
Because of the minimal data requirements, it is a low-cost approach that can in
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theory be automated in terms of prospective early detection surveillance systems of
systematic atrocity crimes at regional or sub-regional levels and rely on real-time
and continuously updated fatality data. Such systems could resemble current gov-
ernment-run disease surveillance early warning systems, by adding a layer of expert
analysis to assess the veracity of any warnings generated. In that regard, and even
though the focus is on fatality distributions instead of fatality volumes, surveillance
system templates and lessons learned from the disease surveillance community can
be consulted for further technical guidance.

If potential perpetrators are aware of the ability to easily detect systematic patterns of
atrocities against civilians, the launch of countrywide early detection systems for
countries at risk of genocides or involved in intrastate armed conflicts may serve as a
powerful deterrent and restraint against systematic violence against civilians. However,
in theory and in a rather far-fetched scenario, a perpetrator of atrocities may then try to
be “smart”, in that it understands the Poisson distribution and attempts to generate
civilian fatalities in a seemingly random pattern across time or space so that the sys-
tematic pattern cannot be detected. In practice, such attempts to simulate randomness
would require a huge amount of planning, coordination, and communication, which
would not only be very difficult or impossible in practice in an organizational context,
but also leave other forensic traces behind, such as orders, communication, documents,
eyewitness accounts, and so on. It is thus virtually impossible for perpetrators to cir-
cumvent a detection system of the outlined character.

Moving from prospective or early detection usage, to retrospective or forensic
usage on past instances of atrocity crimes, in some cases there may not exist any
other reasonable conclusion from a data analysis than that non-randomness does
indeed signal genocide or systematic killings. Whether, as suggested by some
scholars, such circumstantial evidence is admissible in court is another question.
Yet, given the strength of the outlined method and the few assumptions it entails,
there is little reason why a statistical analysis of patterns of killings could not be
used in conjunction with other pieces of evidence. Materially, the probabilities and
thus indirect evidence obtained from the illustrated analysis of fatality data shares
features with probabilities and indirect evidence obtained from DNA analyses of
crime scenes, and the latter piece of evidence is admissible in courts.

This chapter has scratched the surface of the complexities of inferring intent and
the potential of using detection statistics for such purposes. More research and
method development in this direction may be fruitful to identify extensions, limita-
tions, and avenues for further applications of early detection approaches. For instance,
potential statistical implications in terms of non-stationary of the underlying risk – as
due to, e.g., seasonality in data – for atrocity crimes need to be further considered.
However, such concerns can in practice be reduced in forward-looking or pro-
spective analysis if the continuously updated time-periods of interest are short, and
also for retrospective or forensic analysis, again if the time-periods are short.

On a final note, the way forward is not confined only to questions of method, as
there is also a need for greater clarity of key concepts such as “intent” and “geno-
cide”, and how they may manifest themselves in terms of observables. Such an
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analysis and development of key concepts may assist in more precisely determining
what to look for in data patterns, and thus assist in formulating statistical criteria for
falsification and rejection of claims of intent and systematic killings. It is likely that
a greater interest in data patterns and analysis will spur further development and
operationalization of key concepts.

Notes

1 This chapter has benefitted from comments from participants at the Genocide Preven-
tion Advisory Group annual meeting, Israel Academy of Science and Humanities, Jer-
usalem, 8–10 January, 2017, the editors of this book, and James Finkel.

2 Data are from UCDP Georeferenced Event Dataset (GED) Global version 5.0 (2015) and
UCDP One-sided Violence Dataset version 1.4 (2016). The data cover all countries of the
world apart from the ongoing civil war in Syria, and incorporate 128,264 violent epi-
sodes of varying length, 749 of which are interstate conflicts. See also Sikkink and Kim
(2013) and Kulkarni (2016) for historical data on prosecution of human rights violations,
and Fjelde, Hultman, and Sollenberg (2016) for an aggregate descriptive analysis of pat-
terns of violence against civilians in civil wars. Estimates of civilian fatalities are con-
troversial and difficult; for discussion, see Lacina and Gleditsch (2005), Lacina, Gleditsch,
and Russett (2006), Spagat et al. (2009), Human Security Report 2010 (2010), Muggah
(2011) and Seybolt, Aronson, and Fischoff (2013). As noted by Muggah (2011), there is
a distinction between estimates building on incident/event reports, and those building
on surveys that are applied as a last resort when incident reports are unavailable. Esti-
mates obtained through the two methods can differ greatly. For a historical overview of
efforts and methods to count fatalities in wars, see Jewell, Spagat, and Jewell (2017).

3 This distinction stems from Schmeidl and Jenkins (1998) and Harff (2006, 2009, 2013).
See also Butcher et al. (2012). A detailed overview of early warning mechanisms and
projects in general can be found in OECD (2009), and an overview of early warning
systems within the United Nations can be found in Zenko and Friedman (2011). Neu-
kirch (2015) provides an overview of the early warning system of the Organisation for
Security and Co-operation in Europe (OSCE).

4 Harff (2006, 2013), Butcher et al. (2012), and Goldsmith and Butcher (2016). Whereas
“genocide” refers to sustained policies and actions intended to destroy groups that share
ethnic, religious, or racial traits, “politicide” refers to situations where targeted groups are
defined by actual or imagined political beliefs (Harff 2003).

5 See Anderton and Carter (2015) for a comprehensive inventory of cross-national statis-
tical studies and findings. The study also lists, but does not analyze, country or case-
specific statistical studies, the findings of which may not be applicable to other countries
or cases. Forthcoming cross-national statistical studies focusing on violence against civi-
lians include Raleigh and Choi (2017) and Pospieszna and DeRouen (2017). See also
Verdeja (2016), Butcher et al. (2012), and Goldsmith et al. (2013) for overviews of
previous statistical studies.

6 Examples of statistical studies that complement slow-moving risk factors with trigger
type variables include, inter alia, Goldsmith et al. (2013) (variables for political assassina-
tion and elections), Wayman and Togo (2010) (variable for military coups), and Wood,
Kathman, and Gent (2012) (variable for civilian fatalities incurred by the opposing side
in a civil conflict).

7 See Heldt (2012) and Verdeja (2016).
8 See Harff and Gurr (various years) and Goldsmith and Butcher (2016).
9 See Ulfelder (2015) and www.earlywarningproject.com.
10 See Dieng and Welsh (2016) and United Nations (2014).
11 Another study that is often used to illustrate the Poisson distribution was published in

1898 and assessed whether fatalities in the Prussian cavalry caused by horse kicks were
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random events. A simple Google search that combines “horse kick”, “data”, and “Pois-
son” will point to many instances of statistics courses at universities in which the classical
horse kick study data is used to illustrate the Poisson distribution.

12 Like Richardson, Clarke carried out a standard statistical test to ascertain that the
observed data distribution differed in a statistically significant way from the expected
(Poisson) data distribution.

13 For detailed discussion of the Genocide Convention, see Ambos (2009), Bauer (2009),
Human Rights Watch (2010), and Verdeja (2012, 2013).

14 Information provided by Mr. Ndiaye during a dinner conversation in Budapest, Sep-
tember 2010.

15 The application relies on Uppsala Conflict Data Project data that were originally com-
piled from incident reports, either directly from the reports themselves (e.g., news
reports, radio reports), or indirectly from summary reports from, e.g., NGOs. Numerous
reports have been published on the case of Darfur that document atrocities, offer first-
hand accounts, and provide a large amount of supplemental information and evidence.

16 For instance, the PRIO GRID covers the entire world and divides it into quadratic grids
of roughly 50 x 50 kilometres. See Tollefsen, Strand, and Buhaug (2012) and www.prio.
no/CSCW/Datasets/PRIO-Grid/.

17 Data are from UCDP GED version 5.0, 1989–2015, and include battle-related and non-
battle-related (e.g., murders and massacres) civilian fatalities. Fatality data used in this
application include instances where Government of Sudan and Janjaweed were coded as
“side A” and Justice and Equality Movement (JEM) or civilians were coded as “side B”
in the dataset. Data for killings of civilians may have errors in terms of size, some violent
events may be missing, low-level violent events may be under-reported, and the fatality
estimates are conservative. Nevertheless, it is unlikely that large (conspicuous) instances
of killings of civilians have been missed. Note that these figures do not include fatalities
caused by disease, dislocation, starvation, lack of access to health facilities, or even fatal-
ities caused by injuries sometime after an attack or battle, all of which together are many
times higher than the direct fatalities analysed in this chapter. For estimates that take
these types of fatalities into account, see Reeves (various years).

18 In a few instances violent events stretched across the half-month periods. In these few
instances, the number of civilian fatalities were divided equally across the half-month
periods in question.
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